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Abstract

Steganography is a science of hiding messagesrinttimedia documents. A message can be hidden in
document only if the content of a document has migtundancy. Although the embedded message chdhnges
characteristics and nature of the document, itequired that these changes are difficult to betifled by an
unsuspecting user. On the other hand, steganalgsislops theories, methods and techniques thabearsed to
detect hidden messages in multimedia documents.dbbaments without any hidden messages are catleer ¢
documents and the documents with hidden messagesaaned stego documents. The work of this resqaaphr
concentrates on image steganalysis. We presentftfarent types of steganalysis techniques. Tlstsganalysis
techniques are developed to counteract the steggpitig methods that use binary (black and whiteges as the
cover media. Unlike grayscale and color imagesatfyitmages have a rather modest statistical nafimie.makes it
difficult to apply directly the existing steganaly®n binary images.

Keywords: Gray scale, Compression, Extraction, GLRL (Grayel Run Length) matrix.

Introduction

Since the rise of the Internet one of the most
important factors of information technology and
communication has been the security of informatiss.
the number of Internet users rises, the concepitefnet
security has also gain importance. The fiercely
competitive nature of the computer industry foreeb
services to the market at a breakneck pace, leditiley
or no time for audit of system security, while ttight
labor market causes Internet project developmerieto
staffed with less experienced personnel, who mase ha
no training in security. This combination of market
pressure, low unemployment, and rapid growth cseate
an environment rich in machines to be exploited] an
malicious users to exploit those machines.

Steganography supports different types of
digital formats that are used for hiding the dathese
fles are known as carriers. Depending upon the
redundancy of the object, suitable formats are .used
Redundancy is the process of providing better axgur
for the object that is used for display by the hifs
object. The main file formats that are used for
steganography are Text,
Steganography is also used for the less dramatjmopa
of watermarking. The applications of watermarking
mainly involve the protection of intellectual praope
such as ownership protection, file duplication
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images, audio and video.

management, document authentication (by inserting a
appropriate digital signature) and file annotatioh.
larger part of steganalysis works published sodfzals
with grayscale and color images. We consider a less
explored area of binary image steganography, which
becomes more and more important for electronic
publishers, distribution, management of printed
documents and electronic libraries. Note that theme
two aspects of steganalysis. The first relates he t
attempt to break or attack a steganography; thensec
uses it as an effective way of evaluating and méagu
steganography security performance. This work studi
steganalysis in terms of the first aspect. In paldr, we
aim to carry out different levels of analysis tdraxt the
relevant secret parameters. Steganography is an
alternative method for privacy and security. Indtexd
encrypting, we can hide the messages in other e
looking medium (carrier) so that their existencentt
revealed. Clearly, the goal of cryptography is totgct

the content of messages, steganography is to hiee t
existence of messages. An advantage of steganggigph
that it can be employed to secretly transmit messag
without the fact of the transmission being disceder
Often, cryptography and steganography are usedhege
to achieve higher security.
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Fig 1: General model of steganography
Steganography can be mathematically defined as
follows:
Emb: C xM x K— S
Ext: S x K— M,

Digital Images

A digital image is produced through a process
called digitisation. Digitising an image involves
converting analogue information into digital infaxtion
[1]; thus, a digital image is the representation aof
original image by discrete sets of points. Eachhefse
points is called a picture element or pixel. Pixale
normally arranged in a two-dimensional grid
corresponding to the spatial coordinates in thegiai
image. The number of distinct colours in a digitahge
depends on the number of bits per pixel (bpp). detie
types of digital image can be classified accordimghe
number of bits per pixel. There are three commaesy
of digital image:

i..Binary image. In a binary image, only one
bpp is allocated for each pixel. Since a bit haly omo
possible states (on or off), each pixel in a binamgge
must represent one of two colours. Usually, the two
colours used are black and white. A binary imagalss
called a bi-level image.

ii. Greyscale image. A grayscale image is a
digital image in which the only colors are shadkegrey.
The darkest possible shade is black, whereas gh&ekt
possible shade is white. Normally, there are eijfistper
pixel assigned for a greyscale image. This credts
possible different shades of grey.

iii.Colour image. In general, a pixel in a colour image
consists of several primary colours[3]. Red, greed
blue are the most commonly used primary colours.

Proposed Steganalysis Method

The ultimate goal of steganalysis is to extract
the full hidden message. This task, however, mayeg
difficult to achieve. Thus, we may start with more
realistic and modest goals, such as identifyingtype of
steganographic technique used for the embedding. We
want to improve our existing technique so that vae ¢
identify the embedding algorithm.Our analysis imgs
feature extraction and data classification. Thst fatage
is crucial and we show how to construct the featufde
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second stage uses the SVM [23] as the classifiévl B
based on the idea of hyper plane separation bettvezn
classes. It obtains an optimal hyperplane that ratpa
the feature set of different classes into differgides of
the hyper plane. Based on the separation, the dass
image belongs to can be determined.
Grey Level Run Length Matrix

The feature we want to extract from images is
based on the grey level run length (GLRL). The thng
measured by the number of consecutive pixels for a
given grey level g and directigh Note that < g< G -
1, G is the total number of grey levels ahdvhere 0 <
6 < 180, indicates the direction. The sequence of pixels
(at a grey level) is characterised by its lengtim (length)
and its frequency count (run length value), whigltstus
how many times the run has occurred in the imageasT
our feature is a GLRL matrix that fully charactess
different grey runs in two dimensions: the greyeley
and the run lengtil. The GLRL matrix is defined as
follows:

r(g.f10) = # {(z,y) | p(z,y) = plx + s,y +1) = g;
q

ple+uwy+v)Z£ g

D<s<u & 0<t<uy

u=~>cos(f) & wv=~{sin(f);

OdgL G=-1 & 1LE£L0 & F<6L 180%,

where # denotes the number of elements and p(is y)
the pixel intensity (grey level) at position x, @. is the
total number of grey levels and L is the maximum ru
length.
Pixel Differences

The pixel difference is the difference between a
pixel and its neighbouring pixels. Given pixel pg, of
an image, with e [1,X] and ye [1, Y ], where X and Y
are the image width and height, respectively, teeical
difference for the pixel p(x, y) in the verticakréction is
defined as follows:

pv (X, y) = p(x, y + 1) — p(x, y)

where x € [1,X — 1] and y € [1, Y — 1]. The pixel
differences in the horizontal, main diagonal andani
diagonal directions are defined similarly.
Gray level co occurrence matrix

We replaced the grey level gap length (GLGL)
matrix proposed in our previous work with the greyel
co-occurrence matrix (GLCM)[9]. From empirical
studies, we found that GLCM performs better in mult
class classifications than GLGL. GLCM can be
considered an approach for capturing the interipixe
relationships. More precisely, the elements in a&CGIL
matrix represent the relative frequencies of twrels
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(with grey level g1 and g2, respectively) separdigch
distance, d. GLCM can be defined as follows:

olgy, go.dlf) = # {(z.y) | plz.y) = 1.

plr+uy+v) =g
u=deos(f) & v=dsm(fl);
0<gp<G-1 & 1<d<D & 0 <H<I80),

Cover Image Estimation

Cover image estimation is the process of
eliminating embedding artefactsl in a given imagg w
the objective of getting close to a “clean imaggtver
image estimation was first proposed by Fridrich and
known as image. For brevity, consider the following
proposition;

Let Ic and Is represent the cover image and
stego image, respectively.

S e—I < X |1 — I

. then

o(L:) — o(I7) < B(L) — &(I3).

where Ic and’s are the estimated cover images from Ic
and Is, respectively. | -’ lis the pixel-wise difference
between two same resolution images. | - | repesent
absolute value andg() indicates the feature extraction
function.

Hidden Message Length Estimation

The field of information hiding has two facets.
The first relates to the design of efficient andwse data
hiding and embedding methods. The second facet,
steganalysis, attempts to discover hidden data in a
medium. Under ideal circumstances, an adversary who
applies steganalysis wishes to extract the fulldéid
information. This task, however, may be very difftcor
even impossible to achieve. Thus, the adversary may
start steganalysis with more realistic and modestsy
These could be restricted to finding the lengtthidten
messages, identification of places where bits dfiéin
information have been embedded, estimation of the
stegokey and classification of the embedding allyors.
Achieving some of these goals enables the advetsary
improve the steganalysis, making it more effectwel
appropriate for the steganographic method used.
Boundary Pixel Steganography

The steganography developed in [69] is a
variant of boundary pixel steganography. This métho
uses a binary image as the medium for secret messag

http: // www.ijesrt.com

ISSN: 2277-9655
Impact Factor: 1.852

bits. A set of rules is proposed to determine thtad
carrying eligibility of the boundary pixels. Thidags an
important role in ensuring that embedding produces
minimum distortion and obtaining error free message
extraction. In addition, the embedding algorithm
generates no isolated pixels. This method also @ys@
PRNG to produce a random selection path for
embedding. As the embedding algorithm modifies only
boundary pixels, the visual distortions are miniraad
there is no pepper-and-salt like noise. Howevenyeéf
take a close look at an image with an embeddedagess
we can observe small pixel-wide notches and primngs
near the boundary pixels[15]. We use these small
distortions to launch an attack on the steganogtaph
algorithm. In our attack, we first detect the existe of a
hidden message and then estimate its length.

i
|
.TJ

|
bl

Fig 2: lllustration of a boundary pixel in the magnfied view
on some portion of the ‘n’ character
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Fig 3: Examples of the patterns formed by a single
boundary pixel (denoted by b) and its eight neighharing
pixels (denoted by n) from a binary image.

Improving JPEG Image Steganalysis

To do this we propose to minimize the image-
to-image variations, which increases the discritivea
ability of a feature set. We will illustrate thdiefency of
the proposed method by incorporating it into selvera
existing JPEG image steganalysis techniques. The
experimental results presented will verify the fe#isy
and applicability of the proposed technique for
improving existing techniques.
Steganography as Additive Noise

Let X denote an instance of a JPEG cover image
and let PC(x) denote the probability mass functibra
cover image. In a JPEG image, the probability mass
function can be considered as the frequency colutiiteo
guantised DCT coefficients
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The secret message probability mass function can be
defined as the distribution of additive stego npise
which is defined as follows:

Py(n) = P(z' — = n),

where x and xare quantised DCT coefficients before
and after embedding, respectively.
I mage-to-lmage Variation Minimization

Defining a discriminative feature set in image
steganalysis is a challenging task because thenetkfi
feature set should be optimally sensitive to
steganographic alteration and not to image-to-image
variations. Image-to-image variation is defined the
difference between the underlying statistic of image
and that of another. The underlying statistic canthe
histogram distribution of the DCT coefficients dret
pixel intensities. For example, the images shown in
Figure 4 are obviously different and, thereforegirth
underlying statistics (histogram distributions skhow
below each image) differ. This difference is theage-
to-image variation. In other words, the image-tag®a
variation is caused by the difference of the image
content.

‘ ||||||I.n||ll||ﬁ

Fig 4: Two images with their respective underlying
statistics
If we apply feature extraction directly to the
histogram distribution, then the extracted featuid
have poor discriminative capability because thegeato
image variation is large.

i, |

Experimental Results
The experimental settings are described below:

» The embedding algorithm used to create the
stego images is the steganography.

e The total embeddable pixel per image produced
by this embedding algorithm is about 25 per
cent of the total boundary pixels.

e The maximum message length (100 per cent
length) is defined as the total number of
embeddable pixels per image.
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» Eight sets of stego images (i.e., 10, 20, 30, 40,
50, 60, 70 and 80 per cent) are created from 659
binary cover images.

e The cover images are all textual documents with
a white background and black foreground.

e The resolution of all binary images is 200 dpi
and with image size of 800x800.

* The prototype is implemented in Mat lab.

= o

Estimated Massage Length {3 )
i

0 100 200 300 400 500 800
Image #

Fig 5: Estimated length of hidden messages for dlinary
images.

Results of the Estimation

From the 5931 mixture of cover and stego
images, we estimate the length of the embeddedagess
and compare it with the actual embedded lengttis @0
, 20, 30, 40, 50, 60, 70 and 80 per cent, using our
proposed method. Zero per cent represents a cover
image. The estimation results are shown in Figufe 6
The estimated lengths are very close to the actual
lengths. The estimations for large embedded message
such as 80 per cent are not as close as thoseher ot
estimations, although they retain good accuracysuth
a high percentage, some stego images are quitertdist
and the pixels exhibit a high degree of randomni&js|
We believe this randomness causes slight instalolit
our proposed method; however, this phenomenon does
not pose a serious problem because we can easity sp
the embedding artefacts in such a highly distostedjo
image shows a highly distorted stego imag lengths
according to the actual embedded message lengttes. T
average value for each estimated length is vergecto
the actual length. The standard deviation is alsoy/ v
small—only about one or two per cent. This impliest
the estimated lengths do not deviate much from the
actual lengths.
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TABLE 1:Mean And Standard Deviation Of The

Estimation
Length () Mean Standard Deviation

[ -0 LT6]

1) 0,840 13034

i 19,8438 13066

il 09 14387

i 30,9608 | 345

il 5000 2860

6l 6 0763 Wil

10 10,3436 17666

il 10,0508 L0

The estimation errors are displayed in Figure
6.The estimation error for each binary image is poted
as the difference between the estimated and thealact
embedded message length in percentage terms. The
estimation errors are relatively low and conceetiat
around 0.00 per cent. The highest estimation eisor
occasionally found and only about 6.00 per centepk
that one outlier has an error of 7.43 per cent.

Estimatian Error (%)
|
!

| - Coer + 10% Ah o 36 v 4% o H% v o0% + T0% ¢ B0%|
r : r T

- T T
0 100 200 300 40 =00 800
Image#

Fig 6: Estimation error of hidden message length foall
binary images.

Conclusion

In this paper, we investigated steganalysis that
extract information related to a secret messagdemdn
multimedia document. In particular, we focused our
analysis on steganographic methods that use binary
images as the medium for a secret message. We
organised our work according to the amount of
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information extracted about the hidden message In
conclusion, our proposed technique has improved the
selected steganalysis techniques by minimising @tag
image variations. To minimise the image-to image
variation, we estimate the cover image from theaste
image and then compute the difference betweervtbe t
Finally, we extract the feature set from this diffece.
The experimental results prove the effectiveneassofg

the proposed technique.The method prposed in thik w
can detect the steganography developed in and agstim
the ength of the embedded message. We observé that
is insufficient only using a set of rules to enssuoéable
datacarrying pixels because the notches and piotisis
produced from embedding still can be utilised tounto

an attack. To alleviate this shortcoming in the
steganography, we suggest incorporating an adaptive
pixel selection mechanism for the identification of
suitable data-carrying pixels. we revisited somethaf
existing blind steganalysis techniques for analysin
JPEG images. We combined several types of features
and applied a feature selection technique for tadyais,
which not only improves the detection accuracy, dsb
reduces the computational resources. We showedthat
enhancement can be obtained by minimising the
influence of image content. In other words, we éased

the feature sensitivity with respect to the diffares
caused by steganographic artefacts, rather thaimtge
content.
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